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Abstract—As an_ efficient distribution mechanism, peer-to- according to their playback time and a tree-like topology is
peer technology has become a tremendously attractive solah  formed for peers in the same group to exchange video [4],
to offload servers in large scale video streaming applicatits. o) \jnfortunately, small video caching results in low P2P

However, in providing on-demand asynchronous streaming se . i . .
vices, P2P streaming design faces two major challenges: hdw sharing efficiency. The structured P2P topology incurs high

schedule efficient video sharing between peers with asynatmous management overhead and is vulnerable to dynamic peer
playback progresses? how to provide incentives for peers to arrivals and departures. The recent advances in computer
contribute their resources to achieve a high level of systeiwide  hardware technology make low-priced computers incredsing

Quality-of-Experience (QOE)? In this paper, we present iPSS, 8 oqyjinned with abundant memory and storage. New P2P VoD

novel mesh-based P2P VoD system, to address these challenge . : . .
Specifically, iPASS adopts a dynamic buffering-progress4sed systems fully exploit the largely improved peer video caghi

peering strategy to achieve high peer bandwidth utilizatim with ~ capability for higher P2P sharing efficiency. In [6], [7],qve
low system maintenance cost. To provide incentives for peer are effectively turned into distributed “video seeds” bghiag
uploading, iPASS employs a differentiated pre-fetching dsign 3 |arge volume of video clips on their hard disks. Longer
that enables peers with higher contribution pre-fetch conent video caching also makes it possible for P2P VoD systems

at higher speed. A distributed adaptive taxation algorithm is .
developed to balance the system-wide QoE and service difer- [0 @dopt mesh-based topology. Mesh-topology is robust to

tiations among heterogeneous peers. To assess the perfomoa Peer churn and easy to manage. It has demonstrated its
of iPASS, we built a detailed packet-level P2P VoD simulatoand ~ success in many large scale file sharing [2] and live stregmin

conducted extensive simulations. It was demonstrated thaPASS Systems [3] |nspired by the successes of mesh' several mesh
can completely offload server when the average peer upload based P2P VoD systems have been proposed [8], [9], [10]. In

bandwidth is 1.2 more times the streaming rate. Furthermore, we h f ltio| h doml
showed that the distributed incentive algorithm motivatespeers N0S€ Systems, peers form one or multiple meshes randomly

to contribute and collectively achieve a high level of QoE. and exchange data with neighbors. Unlike in file sharing,
in VoD systems, data sharing between peers are commonly
|. INTRODUCTION uni-directional. Data flows from a peer to its neighbors with

Video-on-Demand (VoD) services enable users to Watagnaller playback progresses. We will show that random peer-

their favorite videos at their convenient time. YouTube, aﬁ!g 'e?‘ds t_o poor peer resource utilization under Fhis qlat/a f
extremely popular VoD application on the Internet, ser/@s |rect|qnallty.. HOV\./ to design PZP.VOD systems with h|.gh peer
million distinct videos daily [1]. Traditional VoD solutits em- bandwidth utilization and low maintenance cost remainseto b

ploy video servers and content distribution network (CD®) {2 challenging research problem.

stream video to viewers. The infrastructure cost growsalitye . Providing !ncentlyes for peers to contribute their researc
is an essential design component for P2P systems in general.

with user population and video quality. It will become ver)f file shari ; tivated t load t
expensive for YouTube to stream higher resolution videdhk wi n e shanng systems, peers are motivated 1o upload 1o
ther peers in order to achieve a higher download rate from

TV or even high-definition quality. On the other hand, PZtBh N B loving thét-for-tat policy. BitT: t
technology utilizes resources available on peers andteféde € system. By employing -fortat policy, Bitiorren
offloads servers in large scale content distribution, sugh %unlshes free-riders who do not contribute bandwidth to the

file sharing [2] and live video streaming [3]. Recently, pppystem. In live streaming systems, peers are moiivated to

technology has also been adopted to provide VoD services Cntribute more in order to get better playback quality. It

providing VoD services, P2P streaming design faces two ma%éjrsrgslfg?nig r[ii]re [\1/v2i}| tg:t’révvtzrjgglﬁlﬁl Vri]?ger?efo\%r;%

challenges: how to schedule efficient video sharing betwe litv. Due to th h lavback q
peers with asynchronous playback progresses? how to mo@’a Ity. DU€ 1o the asynchronous peer piayback progress an

incentives for peers to contribute their resources to aehée . © dgta flow dire(':tion'ality, tit-for;tat type of direct ipeocity
high level of system-wide Quality-of-Experience (QOE)? incentive mechanism is not applicable in P2P VoD systems. In

To address the asynchronous user playback issue, ﬂ’géjition’ to ma}intain the playback gontinuity, each pt_aads;e .
Cache-and-Relayapproach has been proposed. Peers StC;pedownload video data before their playback deadliness It i
downloaded video in memory or hard disk, and relay th%ntical to design incentive mechanism for P2P VoD systems

cached video to other peers in future, leading to asynchmncgo balance the system-wide QOE and service differentiation
' ong heterogeneous peers.

P2P video sharing. Early Cache-and-Relay based syste . )
v o y y 4 ?q% this paper, we present iPASS, a novel mesh-based P2P

assume a small amount of video cache on peers and exp system, to address the previously described efficiendy a
asynchronous sharing between peers with close playbaek AN . . )
y 9 P play g ntive issues. iPASS adopts a dynamic Buffering-Pisgre

gresses. Through batching, peers are organized into groﬂbcse



Based (BPB) peering strategy to achieve high peer bandwidththors of [8] discussed the impact of segment scheduling,
utilization with low system maintenance cost. To provideverlay management and network coding on the performance
incentives for peer uploading, iPASS employs a differéata of swarming-based VoD systems. To combat free-riders, more
pre-fetching design that enables peers with higher cartidbh and more attentions have been given to the design of ineentiv
pre-fetch content at higher speed. A distributed adaptixe t mechanisms in P2P streaming systemstit4or-tat type of
ation algorithm is developed to balance the system-wide QgHbstream trading algorithm was developed in [12] to previd
and service differentiations among heterogeneous peés. Thcentive in live streaming systems with layered video ogdi
contribution of this paper is three-fold: Authors of [16] proposed a taxation scheme to improve the

]_) We ana|ytica||y study the impact of asynchronous pe@yerall social welfare through subsidizing resource-[Juesrs
playback progresses on the efficiency of mesh-based exploiting resource-rich peers. The work in [11] utibze
P2P sharing. We propose a distributed BPB peerir@gsimilar taxation scheme. Peers with more contribution joi
strategy. Through analysis and simulation, we show thafore substream trees to get better quality. However, piyid
with BPB peering, it is possible to achieve high peeincentive in on-demand systems remains a challenging prob-
bandwidth utilization, low maintenance cost and higlem-
peer churn robustness in mesh-based P2P VoD systems. )

2) To the best of our knowledge, we are the first to to use Il 1PASS: DESIGN OVERVIEW
differentiated pre-fetching as an incentive mechanism In this section, we present the two major design compo-
to motivate capable peers to contribute in P2P Vobents of iPASSBuffering-Progress-Based (BPB) peeriagd
system. We demonstrate that pre-fetchings on peers ésghiaptive-Taxation-Based (ATB) pre-fetching
be coordinated by an adaptive taxation algorithm
simultaneously maintain system-wide QoE and provi
service differentiations among peers with different con- In peer-assistedvoD systems, servers host publishers’
tributions. videos and stream them to peers upon requests. To save

3) To assess the performance of iPASS, we built a detaileandwidth consumption on servers, peers viewing the same
packet-level P2P VoD simulator and conducted extensivideo form a P2P overlay network and redistribute videos
simulations. Compared with previous P2P streamirginong themselves. Severs are responsible for maintaining
simulators, our simulator simulates packet-level detailgeers’ playback continuity. If a peer cannot download video
In addition, it can prolong the simulation duration tedata from other peers before the playback deadline, it will
hours in order to study long-term system behaviors undé@wnload the missing data from the server directly, conse-
a rich set of simulated scenarios. qguently, increase server bandwidth cost. A key design issue

The remaining of this paper is organized as follows. wef P2P VoD systems is to minimize the server bandwidth

briefly discuss the related work in Section II. The main desig-°St bY efficiently utilizing peers’ upload bandwidth. P260V/
components are outlined in Section Ill. The detailed systeR¥StéMs have two unique features: the playback progresses o

implementation is presented in Section IV. The simulatioR€ers ar@synchronouspeers can download content beyond its

setting and numerical results are presented in Section ¥. THHTent playback range. In addition, to cope with bandwidth
paper is concluded in Section VI. variations and peer churn, a peer normally buffers a certain

amount of video beyond its playback progress.
Il. RELATED WORK 1) Notations: To model a typical P2P VoD system, we

P2P sharing can greatly reduce server bandwidth cost/foduce the following notations for peéin the system:
provide on-demand streaming service [13]. Early P2P VoD« Playback progresg;: the current playback position of
systems adopt structured streaming topologies and redelire peer:, indexed by the sequence number of the video
icate system management. P2Cast [5] groups peers according chunk being played.
to their arrival time. Peers in the same group are organizece Buffering progress;: the sequence number of the first
into a multicast tree. Peers retrieve video content throagh ~ Missing chunk beyond current playback positjgn
combination of streaming along the tree and patching frome Buffering levelr;: the number of continuous buffered
peers who arrived earlier. dPAM [4] employs distributed ~ chunks beyond the current playback progress point. By
pre-fetching to improve system performance. oStream [14] definition,7; = b; — p;.
constructs media distribution trees at the applicatioreday e« Playback buffering threshold;,.: the number of buffered
to realize asynchronous media delivery. Recent advances in chunks necessary for smoothing playback. We call the
computer hardware technology largely improve peers’ video sliding window([p;, p;+w,.q] peeri’s continuous playback
caching capability and broaden the design spaces of VoD range.
systems. Influenced by P2P file sharing systems, mesh-based Contribution levelc;: the number of chunks that peér
data swarming has been adopted by new P2P VoD systems. has uploaded to other peers since it joins the system.
BiTos [10] customized the Bittorrent protocol for on-derdan Fig. 1 illustrates two different peer buffer statuses. OrrPe
video streaming. PONDER [9] divides video into multiplel, the buffer levelr; is lower than the playback buffering
sub-clips and forms multiple meshes, one for each sub-clthresholdw,4. It is downloading the missing chunks in the
Peer selection and measurement based admission control e@#inuous playback range. We call pders in the normal
proposed to manage swarms. BASS [15] combines streampigyback modeOn peer2, the buffer levelr is higher than
from the server with Bittorrent-assisted downloading. Thilme playback buffering threshold, ;. Peer2 is downloading

t . . .
d%’ Modeling of Swarming-based Peer-assisted VoD System



chunks outside of the playback range. We call geexrin the B. Buffering Progress Based Peering

pre-fetch mode The bandwidth sharing efficiency in P2P systems is mainly

Wrd Wrd determined by two factors: how peers are connected and how
ST ST a peer allocates its upload bandwidth to all its neighbors.
' e The former one decides how best the latter one can make

— ; 3 )

m b P2 b with limited peering degree. In the previous section, we
sequence have demonstrated that random peering and equal bandwidth
(a)peerl (b)peer2 . . . .
sharing is not efficient for asynchronous P2P VoD systems.
Fig. 1. Peer buffer status Peers with larger playback progress have less opportumity t

download from the P2P network. Intuitively, to increase the
Peers are assumed to have enough storage to cache Wa@inload rate of peers with large progress, the upload from
they ever playbacked. In terms of copyright issue, the aintgyeers close to the end of the streaming session should not
in the cache will disappear once the belonging peer quig invested to peers just joined the session. More gengrally
the application (Similar as YouTube), and cannot serve @& propose the Buffering Progress Ba&fB) peering to
seed when it |Ogin3 in the System next time. We also assurge peers connect to peers with close buffering progress.
peerS are HOBtrategiC but Obedient to UnVeil their truthful Peers form one Structured mesh Overlay W|th BPB peering
information to each other. strategy, instead of forming multiple sessions in patcliihg
- by grouping peers according to arrival time within certain
wezanbrgssg;toef ﬁ]sg/?;grggtog: apslszgﬁrcgn%rtjspil:;esrh;ggztck tcr;resh_ol_d. In the mesh topology constructed under BPB,speer
the efficiency of content sharing among peers. Let’s statt WiW['-{h similar playback progresses are strong!y connectadsp
a P2P VoD system with homogenods peers, each of them of the peers are suppliers with larger buffering progreastsP
’ Pf them are receivers with buffering progress lagging bethin

with upload bandwidth.. Suppose each peer randomly selec'&nCI parts of them have very close progress and overlapping

.k peers as its neighbors. T,he video lengtil it a given t|m.e d?wnload interests, they may act as either supplier orvecei
instant, we assume peers’ playback progresses are ur‘Moan top of the BPB mesh, peers adaptively allocate their

distributed amonqo,p]. Peers store the content they have load bandwidth to their neighbors to maximally reduce the
already played. Obviously, a peer can only serve peers wi .
. . " o omplementary streaming requests to servers.
playback progress behind him. In addition, a peer divides | : . .
We formulate the following Linear Programming model

upload ba.”.]dw'd_th equally to all its receivers. ..fo study the impact of peering and bandwidth allocation on
Proposition 1: The expected download rate of a peer with : . . : .

. server bandwidth. For peer let nb(i) be its neighbor set,

playback progress from other peers can be approximated bgnd u;; be the download rate from peet The aggregate

— Jt

u(lnéroé:x);uo(g)s'e the random variabl® denotes se- download rate from all its neighborsJs ;) u;i, and then

S PP . . — - the complementary streaming rate needed from the server is
lected neighbor playback progress and is uniformly digted

among|0, L]. Since peer selectd neighbors randomly and maX(O’.r_Zjenb@ i) Thg g.oal s to find the optimal peer
independentlyX; are independent fai = 1... k. Thenux bandwidth allocation to minimize the aggregate server.cost

= {the download rate from user with playback progréss min > (r — Z i) (1)

of its receiversX > =z}, given only the peer with larger {wi} 1= (i)

playback progress can be the supplier. Assume peer divides _

its upload bandwidth equally on all its receive neighbors, Z Uij < Ui, eV @)

with P(X < z) = x/L, the download rate from user with jEnb()

playback progress: for its receiver can be approximated uij < lijui, LjeV 3)

by E(u.) = u/(k* P(X < z)) = uL/kx. For peer > wi <, eV (4)
B(upy 1)+ B(upyp)t +Buy) =

z, then E(UXI|X > T) = + ij = FENb(3)

et et R wL/k(nL—In(z)+0(1

i — ) Therefore we  In the above formulationl;; denotes the buffering progress

have E(d’*") = Y, ux,z = k * P(y > 2)E(uy.|ly > x) = relationship between peérand j, I;; = 1 whenp; > p;,
u(lnL — Inx) + O(u) B otherwise equal to 0. Eq. (2) states the bandwidth constrain

The above proposition shows that the expected possilide each peer respectively. And Eg. (3) shows the content
download rate drops logarithmically as the playback pregreconstraint among peers. Eq. (4) states the download speed
increases. For peers with larger playback progress, duectmstraint without pre-fetching.
the random neighbor selection, they will find in their random The above optimal bandwidth allocation formulation is for
neighbor set fewer suppliers from which they can downloageneral peering topology. We now use it to compare the
video from. In addition, a supplier with larger progresslwilserver bandwidth saving of random peering and BPB peering.
be able to serve more download requests. Due to the eqUavards this goal, we generate an instance of a peer-aksiste
bandwidth sharing, it will upload to each of its receiversideo-on-demand system using a discrete simulation. [Qurin
at lower rate. These two factors conspire and lead to Idive simulated session with durati@h= 100, peers arrive at
download rates for peers with large playback progress. Thige system according to a Poisson process with kate 2.
shows that random peering and equal bandwidth sharing Idekers stay in the system in a linear viewing manner till they
to low P2P bandwidth sharing efficiency. finish the entire video viewing. The video ratesisand we




assume all peers’ download bandwidth is greater tharhere ferent playback progresses make direct reciprocity ineent
are two types of peers with upload bandwidthr and0.5r mechanisms, such as tit-for-tat of BitTorrent, infeasille
respectively. The normalized average peer upload bandwidiur design, we use pre-fetching as an incentive to motivate
isp=u/r=12. peers to contribute more to obtain higher download rate from

With random peering, upon arrival, a peer randomly pickbe system. To coordinate the asynchronous demands of peers
k peers already in the system as its neighbors. With BRE\d maintain system-wide Quality of Experience (QoE), we
peering, peers are firstly ordered in the increasing order mfopose aAdaptive Taxationscheme to regulate the pre-
their arrival times. A peer who arrived at the system withkrarfetching on heterogeneous peers. Original taxation scHde
¢ will randomly pick k& neighbors from peers with arrival ranksis applied to provide incentive in live streaming systemeTh
in the range ofli — § x NV, {] given total N online peers. By bandwidth can be regarded as peewsalth Resource-rich
changingd, we manipulate the playback progress closenesspders contribute more bandwidth to the system, and sulesidiz
neighbors in the constructed BPB graph. We then compdoe the resource-poor peers. The tax regulated redistitutf
the server cost under BPR and random peering strategiegr wealth helps improve the social welfare and then reduce
under five snapshots of the system. For each snhapshot, sgever cost. The tax ratio is fixed in the original scheme. To
solve the optimal bandwidth allocation problem defined iachieve budget balanced, tdemogrant(i.e., one peer who
(1). Figure 2 shows the minimum server cost can be achievddes not contribute anything, still receives the demograe)

rate is adaptive. However, the situations differ in adaptiv

0 o ——— taxation scheme. Instead of differentiated playback gyali
60/ f_—gpsd&o.a peers in peer-assisted system differ from download rate and
andom

have base playback rate guaranteed. Therefore in our adapti
taxation method, the demogrant rate is fixed to be equal to
the playback rate and tax ratio should be adaptive. Suppose
we pose a taxation ratio on peers. Then one peer with
contribution levelc; and lifetime 73, could get the average
download rate; to accumulate expected buffer level

Server Cost

1 Ti=(ri—r)T; = . (5)
Average Peering Degree t

To make the aggregate tax revender; and budget ex-
penditured ¢;/T; balanced, the taxation ratibneeds to be
with different peering strategies. The results indicatt thith adaptive to the system wide resource availability. To decid
limited peering degree, BPR-peering can significantly ceduthe ratio, we have
the server cost compared with random peering. The results e ZC’/ZT‘ ©6)
obtained here is only the lower bounds on the server banbwidt o ‘ ’

cost. In Section V, we will compare the server bandwidthin a resource rich system, peers accumulate different amou
saving of random peering and BPB peering through detailed buffering levels proportional to their contributionsdathe
packet-level simulations. system tax rate. In a resource deficit system with small peer
average bandwidth < r, peers bandwidth are not enough to
sustain their normal playback demands and needs help from
To maintain their playback continuity in face of peer churfhe server. In this case, it could be difficult for any peer to
and network dynamics in P2P video systems, peers normajycumulate large buffering level and— oo, then peers try to
buffer certain amount of data ahead of the playback progrefisich chunks in the continuous playback range. How to adapt
Furthermore, in P2P VoD systems, peers with high downlogdyith the system resource is crucial in the adaptive taxation
rate canpre-fetchcontent beyond their playback points andcheme. Due to peer dynamics and resource imbalance, it
potentially becomeseedsnamely, nodes with the whole con-coyld be infeasible to tackle the issue in a centralized raann

tent, long before their playback ends. From the system pojjistribution protocol with the adaptive taxation is intuced
of view, more seeds in the system, more efficient the contgptihe following sections.

sharing among peers. As will be shown through simulations
in Section V :with large enough peer bandwidth resource IV. 1PASS: &STEM DESIGN
and high scheduling efficiency, the seeds that evolved fromn this section we present the detailed design of iPASS

regular peers with pre-fetching may completely take the@lasystem. We focus on the implementation of BPB peering and
of the servers and results in zero server césbm individual ATB pre-fetching.

peers point of view, with pre-fetched content in the buffer, ]

they can enjoy smooth non-linear viewing operations, sich /- Architecture

fast-forwarding and jumping. Moreover, peers can finish the Similar to most deployed large scale P2P streaming systems,

download process of the whole content before they finish tHRASS employs aracker to keep track of peer arrivals and

playback, and they have options to leave the system to pdocelepartures. The tracker maintains a list of active peerfen t

other Internet applications without interference. system. When a new peer joins in, it first contacts the tracker
Providing incentive in asynchronous VoD system is chaler an initial peer list. Then new peer makes connections to

lenging. The asymmetric data flows between peers with difeers on the returned list and starts to exchange signaling

Fig. 2. Server Cost withh = 1.2

C. Adaptive Taxation Based Pre-fetching



information and video data with them. Through signaling, Ny np
. o . . . @ >
peers exchange with their neighbors information aboutr thei -
buffering progresses, contribution levels and neighbsts.li / 2 Ei N -
iPASS adopts the pull based data exchange mechanism. A peef>) -~
pulls video chunks from its neighbors by sending download
requests. To avoid contention due to uncoordinated regjuest buf fering progress
to the same peer, we introdugelll tokensfor peers. Each
peer periodically sends out pull tokens to its neighbors to
give them permissions to pull chunks from him. The totdution is to have the tracker keep track of peers’ buffering
number of tokens that one peer sends out is determined ifpgresses and help peers to find new neighbors with close
the number of chunks that it can serve in each round. Theffering progresses. Peers need to periodically repeir th
number of tokens that a peer sends to a neighbor is determigg@rent buffering progresses to the tracker. And the tracke
by the contribution level of the neighbor, and is calculdigch also needs to constantly resort the peer list. This will incu
distributed implementation of the ATB pre-fetching algbm large signaling and processing overhead on the tracker and
described in the previous section. Due to asynchronous ppeers. On the other hand, peers constantly exchange their
fetching, a peer may become out-of-sync with its neighbofguffering progresses with their neighbors. Due to dynamic
If so, to maintain the BPB peering, it needs to change iBPB buffering, there is a good chance that a peer, even doing
neighbors. A peer will find new neighbors by querying théast pre-fetching, can find peers ahead of him by searching
tracker or searching through its neighbors’ neighbor .listrough the neighbor lists returned by its neighbors. Then
For example, idle seeds and peers lacking enough numbeinstead of requesting from the tracker, peers can request

suppliers may turn to find complementary neighbors. complementary peer lists from neighbors and pick apprtgria
peers with close buffering progress to connect.

Ne
® ©) express

4 local

Ny Ng N3 N2 N ns Mg N3 Mg Ny

Fig. 3. Dynamic BPB peering

B. BPB Peering Implementation

The key to BPB peering is to find peers with close bufferinfy: Signaling between Neighbors
progresses. To facilitate BPB peering, the tracker soddis#h  |n iPASS, peers need to frequently collect information from
of active peers according to their arrival times. When a nesyeir neighbors and exchange data availability usingfer-
peer joins in, the tracker records its arrival time and appemap A buffer-map of a peer consists of a sequence of binary
it to the end of peer list. Then the tracker will return the newits, each of which indicates the availability of one specifi
peer with an initial peer list consisting of a number of ramdo chunk on that peer. In live P2P streaming systems, due to the
peers at the end of the list. Those peers will be the suppligginchronous peer playback, at any time instant, the chunks
for the new peer. that peers need to download fall into a small moving window

When there is no pre-fetching, buffering on peers advanagsvering several minutes worth of video. The buffer-map
roughly at the same pace, namely the playback rate. Peers Wérth can be kept short even though the chunk size is chosen
arrive close in time will remain close in buffering progresso be small (tens of KiloBytes).In P2P file sharing, peers
During the session, when a peer needs to connect to newidomly download different portions of files. Buffer-maps
neighbors, either due to neighbor departures or unsatisfac have to indicate the data availability for the whole file. To
peering connections, it can contact the tracker for aduitio |imit the signaling overhead, large chunk sizes (hundrefds o
peers. The tracker can quickly search through the sortéd k®Bs) are chosen to reduce the size of bitmap. Similar to file
to find peers with close buffering progress for the requgstigharing, peers in VoD systems are asynchronous. Similar to
peer. In addition, due to BPB peering, a peer’s neighboi#/e streaming, VoD systems need to maintain the continuous
neighbors should also have close buffering progressestith playback on peers. It is challenging to design VoD buffer-
peer. Without going to the tracker, a peer can find new “clos@iap to simultaneously achieve high utilization and low eyst
neighbors in the neighbor lists returned by its neighbors. overhead.

With pre-fetching, buffering on peers advance at different To address this issue, we define thierested areaf a peer
rates. A peer joins the system later can possibly downloag the range of chunks that the peer is currently downloading
video faster than his neighbors who arrived earlier and gdimthe normal playback mode, peeneeds to retrieve chunks
larger buffering progress. Once this happens, the dowrrtad in their current playback range;, p; +w,.4]. Once all chunks
of the peer will be slowed down due to the lack of enougih the playback range have been retrieved, it enters into the
suppliers. The peer should then triggsmamic BPB peering pre-fetching mode and starts to download chunks falling int
to find more suppliers satisfying the BPB peering criteriofits pre-fetching window. Therefore, the interested areaa of
Fig. 3 shows a simplified example of dynamic BPB peeringeer is either its current playback range, if it is in the nakm
Towards the goal of downloading the whole video, nodglayback mode, or the pre-fetching window, if it is in the pre
nq runs on the “express track” with larger download spee¢stching mode. Peers generate buffer-maps only for chunks i
while its neighbors runs on the “local track” with smallethe interested area. Furthermore, peers could only send the
download speed. As time evolves, it catches up with thgiffer map to neighbors who have overlapping interested are
buffering progress of its neighbors. To maintain its dovalo in order to reduce overhead. In addition, péesend to its
rate, it connects withh; with larger buffering progress and
disconnects from peer; with the smallest buffering progress. 1gmaj chunks reduce content bottleneck and improve peecvieth

To facilitate this dynamic BPB peering, a centralized satilization.



neighbors information on its buffering poiay, buffering level cg:d ¢ 8

7;, contribution levelc;. 2 () G . .
- ST - b
D. Chunk Scheduling between Neighbors o= {n,na,ng) | S
Q
Chunk scheduling determines the data flows among neigh-  p1y.05 P(3):0.25 2
bors. iIPASS employs pull-based approach. Peer needs to han- 6 9 5
istribut | @ @ W =
dle the token distribution and pull requests among recsjver 76 ™4 ™ 4 3

denoted by the set, consisting of peers with interested areas

either overlapped or totally covered by chunks alreadydrati
by this peer. After obtaining buffer-maps from its neighdor
a peer sends pull requests to download missing video chuifigst the tax ratio are calculated to be= 2. Then based on
from its neighbors who have them. Due to distributed schediine buffering level and contribution level, the expectecber

ing, peeri may receive multiple pull requests from peers i®f tokense, are calculated for each peer. Finally the fractions
its receiver set)(i). Some of the requests will be delayed opf tokens sent tov;, n andn; are decided a6.5, 0.25 and
even disposed if peer cannot fulfill all of them in time. To 0.25 respectively.

avoid contention, we introduce tokens to regulate pull estm ~ After a peer receives pull tokens from all its neighbors, it
send to a peer. Specifically, peeperiodically sends tokens Will decide from which neighbor to pull which chunk. Various
to peers in set)(4) to give them permission to pull data fromchunk requesting algorithms in live streaming, such asstare
him. The number of tokens that pegrsends is determinedfirst or oldest-first, can be applied. However, their effects
by how many chunks it can serve within each round. In treould be skewed with asymmetric data flow direction due
strategy without pre-fetching, the tokens of peés randomly to asynchronous buffering progress of peers. In a simplified
distributed to peers inj(i). In the pre-fetching mode, themanner, one can request missing chunks randomly from the
token distribution should be conducted to maintain normagighbors which hold the chunk and also send the token.
playback on all peers and enable differentiated pre-fatgchiTokens from a neighbor will be disposed if the peer does not
based on peers’ contribution. The Adaptive Taxation Basé&nd pull request to that neighbor in this round. This is to
pre-fetching algorithm described in Section I1I-C is anabe avoid disturbances to the efficiency of scheduling in future
centralized solution, cannot be implemented in a largeegyst rounds.
We developed a distributed token distribution algorithm to
realize ATB pre-fetching.

Fig. 4. lllustration of token distribution

V. PERFORMANCEEVALUATION

We use simulations to evaluate the performance of the
Algorithm 1: ATB Token Distribution on Peei proposed peering and pre-fetching strategigsbpnp and
L input. {s, cx, Vk € 0(i)} ranp_np refer to the BPB-peering and random peering strate-
Ut 7k Ch, gies without pre-fetching respectivelypbpinc refers to our

? ?Lip% P(lf:).Tfr/agon 9]( ;okens o peet iPASS strategy, the combination of the BPB-peering with ATB
3 kew(i) "R/ Zakey(s) O pre-fetching. A random peering strategy with pre-fetching

4 for k €y(i) do denoted byanp_wp, is also developed to make the comparison
5 if 7 <wpqthen ep — max(wyq,cr/t) — 1 +1 comprehensive.

6 else ey, «— max(cy/t — 11, 1)

7 sum «— sum + ey, A. Simulation Setup

8 end We developed a packet-level event-driven simulator in C++
o for k € (i) do P(k) < ex/sum to study the performance. Our simulator adopts the infuiastr

ture of the simulator engine of [17] simulating the end-tmle
The ATB token distribution algorithm is presented in Aldatency in terms of real-world latency measurement results

gorithm 1. Instead of assessing a universal tax ratio basedTwo 4-CPU servers are applied to accelerate the simulations
global information, peers deduce it locally based on infarm We follow the common consumption that peer download
tion from their neighbors. The tax ratiocalculated by peer bandwidth is large enough and bottlenecks happen only at
1 is the ratio between the aggregate buffering levels and ttiee edges of the network. There are three DSL types of
aggregate contribution levels of pe#s neighbors. The target nodes with bandwidthiMbps, 384kbps and128kbps. The
buffering level7;, of a neighbork is its contribution levek;, video streaming rate id00kbps and each chunk hd@sKB
divided byt. Then peer determines thexpected tokens, size. We vary the distributions of these nodes to adjust the
to peerk as7, — 7. ATB scheduling gives neighbors in thenormalized peer average bandwidth, as shown in Table I. In
normal playback mode priority in access tokens. If a neighbthe simulation, we use a single video witbmins length. One
k's buffer progressr; falls behind the playback buffering single simulation round lasts f@0mins to get a better view of
thresholdw,.4, peeri will give at leastw,; — 7, tokens to peer the system behavior. We believe that the video length and the
k so that it can download chunks in the playback range. Aftsimulation duration are already long enough to demonstrate
calculatingey, for all its neighbors, the peer can determine théhe features of different strategies. The peer arrivalkvol
fraction of tokens for each neighbor in this round and thethe Poisson process with arriving rake= 1/4 per second.
assign tokens according to the distribution. Fig. 4 illagts The number of online peers maintains constantly arci6td
an example of ATB token distributionw,.4 is set tol. Peern  after the startup phase and there are arounsb0 peers
has five neighbors and only;, n, andns are its receivers. joining the system during the whole session. The default



TABLE | bandwidth when the normalized average peer bandwijith(
NORMALIZED PEERAVERAGE BW AND THE CORRESPONDINGFRACTION — equals to1.3. There are no peers in the system at the

OF PEERTYPES beginning. The first peer finished playback and leave the
p Fraction of Peers] p Fraction of Peers| system atl, 800 second. The time periofD, 1,800] is the
(1M,384k, 128k) (1M,384Kk, 128k) system startup phasEig. 5(b) presents the instant server cost
0.90 | 0.15,0.39,0.46 | 1.40 | 0.34,0.52,0.14 der the di : b hat th
1.00 | 020040040 | 1.50 | 0.43.0.38.0.19 under the different strategies. We can observe that theserv
1.12 | 0.23,0.46,0.31 | 1.60 | 0.49,0.36,0.15 cost of random peering strategies increase almost linedrly
1.20 1 0.25,0.53,0.22 | 1.70 | 0.54,0.32,0.14 the startup phase as the number of peers increases, then the

1.30 | 0.30,0.50,0.20 1.80 | 0.60,0.30,0.10

curves oscillate closely with the instant peer average band
number of neighbors of each peer i5. The size of the width. However, for BPB-peering strategies, it is inteiregt
playback buffering threshold and pre-fetching window an® observe that the server cost increases in a short peribd an
both 4 seconds. Peers broadcast buffer-map messages eveajintains almost constant at the startup phase. Peershin t
0.5 second and the token number information is piggybackegstem early have limited data to share with each other. The
within the message. The server bandwidth cost consists®f teerver has to stream data to them directly. When more peers
parts, due to the complementary pull from peer for missinget into the system, peers start to download data from each
chunks and request scheduled from peers who receive #irer. When the startup phase is over, the server cost drops
tokens from server respectively. The number of tokens sefdarly to zero inbpbp_inc strategy. Later simulation results
out periodically from server corresponds tMbps. To make show that a certain amount of peers evolve into seeds can
the comparison fair, we generate the peer arrivals and dplaake the place of the server. Without pre-fetchingbp_np
bandwidth configuration beforehand and use the same setti§glso sensitive to the average peer bandwidth resource. It

to compare different strategies. successfully control the server cost at low level. We can
_ find whenp = 1.3, in the comparison of original streaming
B. Numerical Results solution without P2P support, the random-peering withoat p

We first show the performance of various strategies dftching strategy ranp.np) can save at least arourih’
server bandwidth saving in thieear viewingmode. Peers will Server bandwidth. The saving can be improved$& with
not leave the system before they finish the whole video plafjte-fetching. With BPB-peering, thigbp np can enhance the
back. The results on differentiated pre-fetching are prese Saving further_ to arountl5%. Moreover,bpbp_inc can sustain
next. Then we study the performance with batch peer joins aitg System without server cost after the startup phase.
early peer departures. At last, we compare the performaince o*Performance with various peer distribution. Next we
iPASS with other P2P VoD systems. examine the server cost savings with different normalized
1) Effectiveness on server cost savirlGhe server band- Peer average bandwidth. Fig. 6(a) shows the average server
width saving is the most important performance metric {g0St after the firs60 mins. As the system resource increases,
evaluate the different P2P strategies. the cost of all strategies dropspbp_np and bpbp_inc both

eServer cost evolution illustration. We begin by showing the @chieve most bandwidth saving. Especialpp-inc can sus-
) tain itself without server whep > 1.2. The BPB-peering can

5x10 ‘ ‘ ‘ ‘ ‘ effectively improve the scheduling efficiency, which tesiul
more server bandwidth savingre-fetching enables peers to
download future content with extra bandwidth, thus reduces
the possibility of data pull from the server in the future.eTh
ranp_wp Strategy with pre-fetching can also work without
server wherp = 1.8. When the normalized average bandwidth
= Aggregate demand . . . . .
Aggregate peer bw is 0.9, bpbp_np slightly outperformspbp_inc. We believe this
% 1000 2000 3000 4000 5000 is because that pre-fetching potentially impairs some geer
Time (s) normal playback when the whole system is in a bandwidth
(a) Demand vs. resource resource deficit status. This disadvantage can be congirered
« 10° iPASS by giving more preference to neighbors who haven’t
T ranp_np ‘ ‘ ; ‘ fill up the playback window during the scheduling.
| ——ranp_wp Although bpbp_np and bpbp_inc perform closely in terms
7jgggg—m of server bandwidth saving, pre-fetchingipbp_inc produces
= seeds in the system. Fig. 6(c) illustrates the nhumber ofsseed
during the simulation with normalized bandwidth equal 6.
It is very impressive that fobpbp_inc the seed number can
even reach nearly0% of all peers. On the other side, the
1000 2000 L g0 000 S000 ineffectiveness of random peering leads to fewer number of
seeds inranp_wp. The existences of seeds make the system
resource allocation more flexible and thus more robust to pee
Fig. 5. Server cost under different peering strategy dynamics. Furthermore, seeds can completely take the place

. . . . . .of the server.
evolution of server cost during one simulation session. F|8 . . . .
eers only exchange the interested area information, which

5(a) shows the instant aggregate user demand and the peer
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The contributions of peers are limited by their upload
bandwidth. Fig. 7(b) plots the cumulative distribution bt
seeding timeof different types of peers, which is defined as
the duration from the time a peer finishes video downloading
till its departure. The peers with zero seeding time are not
counted. We can observe that larger bandwidth peers getfong

Download time(% of Video Length)

; seeding time. Peers witiMbps bandwidth have average
H seeding time ofi8.6% of the video length, while the average
x data X gk ] H : :
70 " Sinear Fitting seeding time for peers witB84kbps and128kbps are9.9%
0 SCOnmbmliggleveKMg—;?e) 200 and 6.3% respectively. Differentiated pre-fetching enlarges

the seed capability further by encouraging peers with karge

(a) Download time vs. contribution amount bandwidth to become seeds earlier.

1 ‘ e : 3) Batch Join & Early Departure ScenariosSimulations
in previous sections assume peers are in linear viewing mode
08 iy and only leave the system after they finish their playback.
06 | We now study the system’s performance under different peer
5 ; ‘_-' churn models. We start with the flash-crowd scenario where a
o4 S ] batch of peers joins the system at the same timep As1.5,
100 peers, almos20% of the maximum number of online
i e ke peers, suddenly join the system simultaneously ardu6do0
ol —peerw. 1Mbps second. Fig. 8(a) shows the server cost evolution. Préifeic
0 5 10 15 20 25 30 . . .
Seeding Time{% of Video Len) prevents the bandwidth cost efinp_wp from jumping up
(b) CDF of seed lifetime significantly. However, there are big jumps in both non-pre-

fetching schemesanp_np and bpbp_np. At the same time,
bpbp_inc is highly robust against batch peer arrivals. There is
is efficient to keep the overhead low. Fig.6(b) shows thenly a small pulse in the server cost after the batch arrival.
control traffic throughput compared with data traffic. Th&@he server cost quickly goes back to zero afterward.
overhead contributes less tha¥ percentage for all cases. As Different from the linear viewing scenario, peers may also
the resource increases, the exchange between peers bedeawe the system without finishing playback. We also study th
more effective with large enough bandwidth, which leads impact on the system performance due to peer early depar-
less control overhead in return. The same phenomena candres. In this simulation, the peer lifetime follows a Wdibu
observed between random peeing and BPB-peering strategilstribution. With Weibull distribution parameterg400,4),
because the latter is more effective than the former. peers leave the session gradually starting from the 271th se
2) Impact of Differentiated Pre-fetchingext we study ond. And there are only.7% peers who will watch the whole
the system performance with differentiated pre-fetchifig. video without early departure. Fig.8(b) shows the average
7(a) plots the correlation between peer's download rate asérver cost under various peer bandwidth distribution®e Th
contribution level asp = 1.4. The crosses closely scatterserver cost of all strategies decreases almost half comipare
along the linear fitting line, which indicates larger cobtiion with Fig.6(a). This is because the number of simultaneously
peers can finish download faster. Peers in the deficit reg®n anline peers decreases due to the early peer departurehieBut
believed to be among the earliest batch of peers which calative performance order among different strategiesares
hardly find other suppliers to maintain the deserved dowhloaimilar. Thebpbp_inc still achieves the best performance, and
rate although they contribute a lot. As more and more peeo server cost is needed whgn> 1.4.
become seeds, the download times of all peers decreas@s an incentive in iPASS, peers are allowed to leave the
correspondingly. But the peers with larger contributioifi st system after they finish downloading the whole video. In that
finish sooner. case, it cannot continue to stay as a seed to serve others. To

Fig. 7. Performance with differentiated pre-fetching
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Fig. 8. Impact of batchjoin and early departure

incentives for peer uploading, iPASS employs a differd¢atia
pre-fetching design that enables peers with higher carttab
pre-fetch content at higher speed. We further demonstthssd
pre-fetching on peers can be coordinated by an adaptive tax-
ation algorithm to simultaneously maintain system-wideEQo
and provide service differentiations among peers witheddt
contributions. Through detailed packet-level simulasiowe
show that iPASS can efficiently offload server and achieve
the desired balance between the system-wide QOE and service
differentiations among heterogeneous peers.

As the next step, we will proceed to prototype iPASS and
test its performance in real network environments. We ae al
interested in enhancing the BPB peering strategy to handle
users’ video seeking operations, such as fast-forwardirth a
skipping. The differentiated pre-fetching mechanism cen b
combined with scalable video coding to provide additional
incentives for capable peers to contribute more. The agapti
taxation scheme will be redesigned to incorporate vided-qua
ity differentiations.
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