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Abstract—This paper describes a new architecture for a multicast ATM switch scalable from a few tens to a few thousands of input ports. The switch, called the Abacus switch, has a nonblocking switch fabric followed by small switch modules at the output ports. It has buffers at input and output ports. Cell replication, cell routing, output contention resolution, and cell addressing are all performed in a distributed way so that it can be scaled up to thousands of input and output ports. A novel algorithm has been proposed to resolve output port contention while achieving input buffers sharing, fairness among the input ports, and cell splitting for multicasting. The channel-grouping mechanism is also adopted in the switch to reduce the hardware complexity and improve the switch’s throughput, while the cell sequence integrity is preserved. The switch can also handle multiple priority traffic by routing cells according to their priority levels. The performance study of the Abacus switch in throughput, average cell delay, and cell loss rate is presented. A key ASIC chip for building the Abacus switch, called the ARC (ATM routing and concentration) chip, contains a two-dimensional array (32 × 32) of switch elements that are arranged in a crossbar structure. It provides the flexibility of configuring the chip into different group sizes to accommodate different ATM switch sizes. The ARC chip has been designed and fabricated using 0.8 μm CMOS technology and tested to operate correctly at 240 MHz.

Index Terms—Asynchronous transfer mode, contention resolution, large-scale switches, multicast switches, switching systems.

I. INTRODUCTION

There are several approaches to building a large-scale ATM switch. The first is using small ATM switch modules (e.g., 32 × 32) as building blocks and connecting them in a multistage structure (e.g., Clos-type interconnection) [1]–[5]. The problem with this approach is the performance degradation due to the internal blocking between the switch modules. Although the performance can be improved by speeding up the internal links or providing more interconnection links between modules, this approach has not convinced us that it is capable of providing satisfactory performance for a large-scale ATM switch.

The second approach is using high-speed technology to switch cells at a multiple Gbit/s rate in a core switch. For instance, AT&T, Fujitsu, NTT, and BNR switches switch cells at 2.5 or 10 Gbit/s [6]–[9]. The advantage of this approach is that the buffer required in the core switch is minimized. There are two reasons. First, as users’ traffic is multiplexed to a high-bandwidth link, each individual user’s traffic looks more like random traffic (i.e., less bursty). Second, when cells are multiplexed and switched at high speed, the channel grouping technique is applied implicitly, and thus requires less memory for the same performance. However, demultiplexers at the output of the core switch require large buffers because high-speed cell streams are routed to lower speed output links. Since the speed required for the demultiplexer’s memory is lower than that of the core switch’s memory, the need for large buffers at the demultiplexer can be justified.

Output buffering (including shared-memory output buffering) has been proven to provide the best delay and throughput performance. As the switch grows up to a certain size (e.g., 256 input and output ports), memory speed may become a bottleneck or the technology used to implement such a kind of memory may become too costly. One way to eliminate the memory’s speed constraint is to temporarily store some cells destined for the same output port at the input buffers. Input buffering’s well-known head-of-line (HOL) blocking drawback can be improved by speeding up the internal links’ bandwidth (e.g., two–four times the input lines’) and buffering excessive cells at the output ports. The input-and-output buffering approach thus provides satisfactory performance and eliminates memory speed limitation. Examples of input-and-output buffered ATM switches are NTT’s and BNR’s 160 Gbit/s switch. The challenge for implementing input-and-output buffered switches is the output port contention resolution of the input cells destined for the same output port (or the same module). Such a kind of function is usually handled by an arbiter. The bottleneck caused by the memory speed is now shifted to the arbiter. If parallel processing and pipeline techniques can be intelligently applied to implement the arbiter, a large-scale switch will be feasible.

In [10], we proposed a recursive modular architecture to implement a large-scale ATM switch. It was then modified to cope with the multicast capability [11], in which we showed that a switch that is designed to meet the performance requirement for unicast calls will also satisfy multicast calls’ performance. Both architectures employed the generalized knockout concept [12] with output buffers. However, both
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switch fabrics are a lossy system, where cells may be discarded when the number of routing links is less than the number of incoming cells destined for the same output port (or output group).

Here, we propose a new architecture eliminating the possibility of cells being discarded due to the loss of contention in the switch fabric. The new scalable multicast ATM switch has input and output buffers. It is called the Abacus switch because its switch fabric looks like an abacus. The Abacus switch consists of a nonblocking switch fabric followed by small switch modules at the output ports. Cell replication, cell routing, output contention resolution, and cell addressing are all performed distributively in the Abacus switch so that it can be scaled up to thousands of input and output ports. The switch can be implemented with traditional economic CMOS technology while achieving compatible performance to those switches in [6]–[9]. Furthermore, the Abacus switch can be engineered in such a way that it requires small input buffers (e.g., 100 cells per input port) compared with large output buffers (e.g., a few tens of thousands of cells per output port). When implementing call admission control or buffer management, we will just need to focus on the output buffer rather than both input and output buffers, which reduces implementation complexity significantly.

We have proposed a novel algorithm to resolve the contention of multicast cells destined for the same output port (or output group). The new algorithm also has the following nice features: achieves input buffers sharing, provides fairness among the input ports, and supports call splitting for multicasting. The call-splitting function allows a multicast cell to be delivered to subsets of destined output ports in multiple cycles, thus increasing the system throughput [13]. We have also applied distributed and parallel processing techniques in the contention resolution to accommodate a large-scale switch.

Several output contention resolution algorithms have been proposed, such as the recirculation algorithm [14], the three-phase algorithm [15], the ring reservation algorithm [16], and the centralized contention resolution device [17]. Most of them can only handle unicast calls (i.e., point-to-point communication) and N-to-1 selection (N is the switch size), while our algorithm can handle multicast calls, cell splitting, and N-to-multiple selection when the channel grouping mechanism is applied. The channel grouping mechanism [18] is adopted in our switch to reduce the hardware complexity and improve the switch’s throughput. It bundles multiple output ports, and permits them to share routing links among them.

This paper is organized as follows. Section II describes the architecture and operations of the Abacus switch. Section III presents the novel multicast contention resolution algorithm, which plays a major role in our switch architecture. Section IV describes the implementation of the input port controller. Section V shows an architecture to build a large-scale ATM switch with thousands of input and output ports. Section VI presents the performance study of the Abacus switch in throughput, average cell delay, and cell loss rate. Section VII briefly describes the design of the ARC (ATM routing and concentration) chip and its testing results [19]. Section VIII gives conclusions.

II. ARCHITECTURE AND OPERATIONS OF ABACUS SWITCH

As shown Fig. 1, the proposed Abacus switch consists of input port controllers (IPC’s), a multicast grouping network (MGN), multicast translation tables (MTT’s), small switch modules (SSM’s), and output port controllers (OPC’s). The switch performs cell replication and cell routing simultaneously. Cell replication is achieved by broadcasting incoming cells to all routing modules (RM’s), which then selectively route cells to their output links. Cell routing is performed.
Fig. 2. Multicast grouping network (MGN).

distributedly by an array of switch elements (SWE’s). The concept of sharing routing links (also called channel grouping [18]) is also applied to construct the MGN in order to reduce hardware complexity, where every \( M \) output ports are bundled in a group. For a switch size of \( N \) input ports and \( N \) output ports, there are \( K \) output groups (\( K = N/M \)). The MGN consists of \( K \) routing modules; each of them provides \( L \times M \) routing links to each output group. \( L \) is defined as group expansion ratio: the ratio of required routing links to the group size. Cells from the same virtual connection can be arbitrarily routed to any one of the \( L \times M \) routing links, and their sequence integrity will be maintained. Based on a novel arbitration mechanism to be described in Section III, up to \( L \times M \) cells from \( N \) IPC’s can be chosen in each RM. Cells that lose contention are temporarily stored in an input buffer and will retry in the next time slot. On the other hand, cells that are successfully routed through RM’s will further be routed to proper output port(s) through the SSM’s.

We can engineer the group expansion ratio \( L \) in such a way that the required maximum throughput in a switch fabric can be achieved. Performance study (in Section VI) shows that the larger \( M \) is, the smaller \( L \) is required to achieve the same maximum throughput. For instance, for a group size \( M \) of 16 and input traffic with an average burst length of 15 cells, \( L \) has to be at least 1.25 to achieve a maximum throughput of 0.96. But, for a group size \( M \) of 32 and the same input traffic characteristic, \( L \) can be as low as 1.125 to achieve the same throughput.

The IPC’s terminate input signals from the network, look up necessary information in a translation table, resolve contention among cells that are destined to the same output group, buffer those cells losing contention, and attach routing information in front of cells so that they can be routed properly in the MGN. Its implementation can be found in Section IV.

Each routing module (RM) in the MGN contains a two-dimensional array of switch elements and an address broadcaster (AB), as shown in Fig. 2. The SWE routes cells from the west and north to east and south, respectively, when it is at cross state, or to south and east, respectively, when it is at toggle state. The SWE’s state is determined from the comparison of address bits and priority bits of cells from west and north. The AB generates dummy cells that carry proper output group addresses. This permits the SWE not to store the information of output group address, which simplifies the circuit complexity of the SWE significantly and results in higher VLSI integration density. The detailed operations of the SWE and the AB can be found in [10], [11], and [19]. In addition to routing cells, the RM’s also sort cells’ priority at the output links, which facilitates the new multicast contention resolution algorithm (see Section III for more details). Each routing module in the MGN has \( N \) horizontal input lines and \( L \times M \) vertical routing links. These routing links are shared by the cells that are destined for the same output group (i.e., the same small switch module). Each input line is connected to all routing modules so that cells from any input line can be broadcast to all \( K \) output groups.

Cells from multicast calls are first replicated and routed by the MGN to multiple SSM’s. Before the copied cells are further replicated and routed by the SSM’s, their routing field will be updated by the multicast translation tables (MTT’s) with proper routing information that is to be used by the SSM’s. Each SSM has \( L \times M \) inputs and \( M \) outputs. The SSM’s must have multicast capability and output buffering structure. The latter is required to maintain the cell sequence for cells distributed among the \( L \times M \) links. One example for such SSM’s is Hitachi’s 32 × 32 shared-buffered ATM switch [1]. The output port controller (OPC) updates each multicast cell with a new VCI/VPI and sends the cell to the network.

Fig. 3 shows an example illustrating how a cell is replicated in the MGN and the SSM’s. Suppose a cell arrives at input port 3 and is to be multicast to three output ports: \( 1, M \), and \((N-M+1)\). The cell is first broadcast to all \( K \) RM’s in the MGN, but only the RM1 and RMK will accept the cell. Note that only one copy of the multicast cell will appear at one of
Fig. 3. Example of routing a multicast cell.

Fig. 4. Routing information used by Abacus switch with \( N = 256 \) and \( M = 16 \). This consists of several fields, multicast pattern (MP), priority field (P), and a broadcast channel number (BCN). A multicast pattern is a bit map of all of the output groups and is used in the MGN for routing cells to multiple output groups. Each bit indicates if the cell is to be sent to the associated output group. For instance, if the \( i \)th bit in the MP is set to “1,” the cell is to be sent to the \( i \)th output group. The multicast pattern MP has \( K \) bits for an MGN that has \( K \) output groups (16 in this example). For a unicast call, its multicast pattern is basically a flattened output address (i.e., a decoded output address) in which only one bit is set to “1” and all other \( (K - 1) \) bits are set to “0.” For a multicast call, there is more than one bit set to “1” in the MP, corresponding to the output groups for which the cell is destined.

A priority field (P), used to assist contention resolution, can be flexibly set to any value to achieve desired service preference. For instance, the priority field may consist of an activity bit \( (A) \), a connection priority \( (C) \), a buffer state priority \( (Q) \), a retry priority \( (R) \), and an input port priority \( (S) \). Let us assume the smaller the priority value, the higher the priority level. The activity bit \( (A) \) indicates the validity of the cell. The activity bit \( (A) \) is set to “0” if the cell is valid and set to “1” otherwise. The connection priority \( (C) \) indicates the priority of the virtual connection, which can be determined during the call setup or service provisioning. The buffer state priority \( (Q) \) provides a sharing effect among \( N \) input buffers by allowing the HOL cell in an almost-overflowed buffer (e.g., exceeding a predetermined threshold) to be transmitted sooner so that the overall cell loss probability is reduced. The retry priority \( (R) \) provides global first-come, first-served (FCFS) discipline, allowing a cell’s priority level to move up by one whenever it loses contention once. The retry priority \( (R) \) can initially be set to “1111” and decreased by one whenever losing contention once. In order to achieve fairness among input ports, the priority levels of the head-of-line cells at the input ports dynamically change at each time slot. The input port priority \( (S) \) can initially be set to its input port address with \( \log_2 N \) bits and decreased by one at every time slot, thus achieving round-robin fairness.

III. MULTICAST CONTENTION RESOLUTION ALGORITHM

Here, we describe a novel algorithm that resolves output port contention among the input ports in a fair manner. It can also do call splitting for multicasting, and thus improves the system throughput. By applying distributed and parallel processing techniques, our contention resolution algorithm is able to accommodate a large-scale switch. The output port contention resolution is often implemented by a device
called an arbiter. Most proposed arbiters can only handle unicast calls (i.e., point-to-point communication) and $N$-to-1 selection, for example: three-phase [15], ring reservation [16], and centralized contention resolution device [17].

Implementing an arbiter capable of handling call splitting and $N$-to-multiple selection is much more challenging in terms of timing constraint. At the beginning of the cell time slot, the arbiter receives $N$ multicast patterns, one from each input port, and returns acknowledgment to those input ports whose HOL cells have won contention. These cells are then allowed to transmit to the switch fabric. Let us consider these $N$ multicast patterns (each with $K$ bits in our architecture example) being stacked up, and there are $K$ columns with $N$ bits in each column. Each column associates with each output group. The arbiter’s job is to select up to, for example, $L \times M$ bits that are set to “1” from each column and repeat the operation for $K$ times, which must be finished in one cell time slot. In other words, the arbitration’s timing complexity is on the order of $O(N \times K)$. The arbiter may become the system’s bottleneck when $N$ or $K$ is large.

The arbitration scheme we propose here performs $N$-to-$L \times M$ selection in a distributed manner using the switch fabric and all IPC’s, thus eliminating the speed constraint. Another difference between our arbitration scheme and others is that in our scheme, the HOL cell is repeatedly sent to the switch fabric to compete with others until it has successfully transmitted to all necessary output groups for which the cell is destined. Unlike other arbitration schemes, our scheme does not wait for an acknowledgment before transmitting the cell. When a cell is routed in a switch fabric without waiting for an acknowledgment, two situations are possible. It could be successfully routed to all necessary output groups, or only routed to a subset of the output groups (including an empty set). The latter case is considered a failure, and the HOL cell will retry in the next time slot. When a cell is transmitted to the switch fabric, since it does not know if it will succeed, it must be stored in a one-cell buffer for possible retransmission.

Now, the question is: How does the IPC know whether or not its HOL cell has been successfully transmitted to all necessary output groups? In our implementation, the RM’s are responsible for returning the routing results to the IPC. One possible way is to let each RM inform IPC’s about the identification (e.g., the broadcast channel number) of the cells that have been successfully routed. However, since a cell could be routed to multiple output groups (for instance, up to $K$ output groups for a broadcast situation), one IPC may receive up to $K$ acknowledgment from $K$ RM’s. The complexity of returning the identification of every successfully routed copy to all IPC’s is too high to be practical for a large-scale switch.

When a cell is routed in a switch fabric without waiting for an acknowledgment, two situations are possible. It could be successfully routed to all necessary output groups, or only routed to a subset of the output groups (including an empty set). The latter case is considered a failure, and the HOL cell will retry in the next time slot. When a cell is transmitted to the switch fabric, since it does not know if it will succeed, it must be stored in a one-cell buffer for possible retransmission.

![Fig. 5. Example of modifying a multicast pattern (MP).](image)

The priority assigned to the HOL cells will be dynamically changed according to some arbitration policies, such as random, round-robin, state-dependent, and delay-dependent [20]. The random scheme randomly chooses the HOL cells of input ports for transmission; the drawback is it has a large delay variation. The round-robin scheme chooses HOL cells from input ports in a round-robin fashion by dynamically changing the scanning point from the top to the bottom input port (e.g., $S$ field in Fig. 4). The state-dependent scheme chooses the HOL cell in the longest input queue such that input queue lengths are maintained nearly equal, achieving the input buffers sharing effect (e.g., $Q$ field in Fig. 4). The delay-dependent scheme performs like a global FIFO, where the oldest HOL cell has the highest priority to be transmitted to the output (e.g., $R$ field in Fig. 4). Since our arbitration is performed in a distributed manner by $K$ RM’s and in parallel by IPC’s, we
can implement any of the above policies, or a combination of them, by arbitrarily assigning a proper priority level to the HOL cell.

At the beginning of the time slot, each IPC sends its HOL cell to the MGN. Meanwhile, the HOL cell is temporarily stored in a one-cell size buffer during its transmission. After cells have traversed through the RM's, priority information \( FP_j \) (the priority of the rightmost link of each RM) is fed back to every IPC. Each IPC will then compare the feedback priority level \( FP_j \) with its local priority level \( LP \). Three situations can happen.

1. First, if \( LP < FP_j \), which means the HOL cell is destined for the \( j \)-th output group and has been successfully routed through the \( j \)-th RM. The \( K \) bit is then set to “0.”

2. Second, if \( LP = FP_j \), which means that the HOL cell is destined for the \( j \)-th output group, but discarded in the \( j \)-th RM. The \( K \) bit remains “1.”

3. Third, if \( LP > FP_j \), the HOL cell is not destined for the \( j \)-th output group. Then, the \( K \) bit remains “0.”

After all \( MP_j \) bits \( (j = 1, 2, \ldots, K) \) have been updated according to one of the above three scenarios, a signal indicating whether the HOL cell should be retransmitted, \( resend \), will be asserted to “1” if one or more than one bits in the multicast pattern remains “1.” The \( resend \) signal is initially set to “0.” If multicast pattern bits are all “0,” meaning that the HOL cell has been successfully transmitted to all necessary output groups, the \( resend \) signal will be disasserted. The IPC will then clear the HOL cell in the one-cell buffer and transmit the next cell in the input buffer in the next time slot (if any).

Fig. 5 gives an example of how a multicast pattern is modified. Let us assume at the beginning of the \( n \)-th time slot that the HOL cell is destined for three output groups: 1, 3, \( K \). Therefore, the multicast pattern at the \( n \)-th time slot \( MP^n \) has three bits set to “1.” Let us also assume that the local priority value (LP) of the HOL cell is 5, and that the feedback priority values from 1, 2, 3, and \( K \) are 7, 2, 3, and 5, respectively, as shown in Fig. 5. The result of comparing LP with FP’s is “01100000,” which is then logically ANDed with the \( MP^n \) and produces a new multicast pattern “00100000” for the next time slot \( MP^{n+1} \). Since only the \( MP^3 \) is set to “1,” the IPC determines that the HOL cell has been successfully routed to RM’s 1 and \( K \), but discarded in RM 3 and will retransmit in the next time slot.

IV. IMPLEMENTATION OF INPUT PORT CONTROLLER (IPC)

Fig. 6 shows a block diagram of the IPC. For easy explanation, let us assume that the switch has 256 input ports and 256 output ports, and every 16 output ports are in one
group. A major difference between this IPC and traditional ones is the addition of the multicast contention resolution unit (MCRU), shown in a dashed box. It determines, by comparing $K$ feedback priorities with the local priority of the HOL cell, whether or not the HOL cell has been successfully routed to all necessary output groups.

Let us start from the left where the input line from the SONET/ATM network is terminated. Cells 16 bits wide are written into an input buffer. The HOL cell’s VCI/VPI is used to extract necessary information from a routing table. This information includes a new VPI/VCI for unicast connections, a broadcast channel number (BCN) for multicast connections, which uniquely identifies each multicast call in the entire switch, multicast pattern (MP) for routing cells in the MGN, and the connection priority ($C$). This information is then combined with a priority field to form the routing information, as shown in Fig. 4.

As the cell is transmitted to the MGN through a parallel-to-serial converter ($P/S$), the cell is also temporarily stored in a one-cell buffer. If the cell fails to successfully route through RM’s, it will be retransmitted in the next cell cycle. During retransmission, it is written back to the one-cell buffer in case it fails to route through again. The $S$ down-counter is initially loaded with the input address and decremented by one at each cell clock. The $R$ down-counter is initially set to all “1’s” and decreased by one every time the HOL cell fails to transmit successfully. When the $R$ counter reaches zero, it will remain at zero until the HOL cell has been cleared and a new cell becomes the HOL cell.

$K$ feedback priority signals $FP_1$ to $FP_K$ are converted to 16 bit wide signals by the serial-to-parallel converters ($S/P$) and latched at the 16 bit registers. They are simultaneously compared with the HOL cell’s local priority (LP) by $K$ comparators. Recall that the larger the priority value is, the lower the priority level is. If the value of the $FP_j$ is larger than or equal to the local priority value (LP), the $j$th comparator’s output is asserted low, which will then reset the MP $j$ bit to zero regardless of what its value was (“0” or “1”). After the resetting operation, if any one of the MP $j$ bits is still “1,” indicating that at least one HOL cell did not get through the RM in the current cycle, the “resend” signal will be asserted high, and the HOL cell will be retransmitted in the next cell cycle with the modified multicast pattern.

As shown in Fig. 5, there are $K$ sets of $S/P$, $FP$ register, and comparator. As a switch size increases, the number of output groups $K$ also increases. In order to reduce hardware complexity, if we time-division multiplex the operation of comparing the local priority value LP with $K$ feedback priority values, only one set of this hardware is required.

V. AN ARCHITECTURE FOR A LARGE-SCALE ABACUS SWITCH

The Abacus switch has employed several techniques to accommodate a large-scale size (e.g., $1024 \times 1024$). For instance, a crossbar structure of the SWE array permits short interconnection between SWE’s. Input–output buffering allows lower speed memory chips at the input and output ports. Distributed and parallel processing techniques have been used to implement the multicast contention resolution. However, the timing requirement of routing cells and resolving contention also needs to be taken into consideration when building a large-scale switch.

Due to the timing alignment requirement for the signals of the vertical routing links and the horizontal lines in the RM, incoming cells and dummy cells from the address broadcasters (AB’s) are skewed properly before they are sent to the SWE array. To implement the proposed multicast contention resolution algorithm, the time it takes to route cells through an RM and to feed back the lowest priority information from the RM to all IPC’s must be less than one cell slot time. If the time is greater than one cell slot time, two situations can happen. First, if the HOL cell is held up in the one-cell buffer longer than a cell slot time, the system throughput will be degraded. On the other hand, if a cell next to the HOL cell is allowed to transmit before the HOL cell has been successfully transmitted to output(s), it may cause a cell out-of-sequence problem. Although it can be resolved with a resequencing circuit at the output port, the complexity may be too high to be practical.

Here, we will ensure that the feedback priorities are returned to all IPC’s within one cell time slot. Since each SWE in an RM introduces a 1-bit delay as the signal passes it in either direction, the sum of the maximum number of SWE’s between the IPC and the rightmost link of the RM, and the number of bits in MP field and $P$ field, should be less than the number of bits in a cell. In other words, $(N + L \times M - 1) + (N/M + \log_2 N + 8)$ should be less than the cell length in bits, where eight is chosen based on the partial routing information attached to the 53-byte cell in Fig. 4 (i.e., $M, A, C, Q$, and $R$ bits). For example, if we choose $M = 16, L = 1.25$, and a cell size of 64 bytes within the switch fabric, the equation becomes $N + 20 - 1 + N/16 + \log_2 N + 8 < 512$. Or, the maximum value of $N$ is 448, which is not large enough for a large-scale switch.

Fig. 7 shows a proposed architecture to implement a large-scale ATM switch. In order to reduce the time spent on traversing cells through the RM and returning the lowest priority information to IPC’s, the number of SWE’s in the RM cannot be too large. For instance, if we partition $N$ inputs into $K_1$ groups, each group with $n$ inputs (i.e., $N = n \times K_1$), the MGN’s size is reduced from $N$ to $n$. In other words, one big MGN is divided into $K_1$ smaller MGN, and each MGN has $n$ input lines, as shown in Fig. 7. Recall that each output group of $M$ output ports requires $L \times M$ routing links to achieve an acceptable throughput. Now, there are $K_1$ MGN’s; each has $L \times M$ routing links for each output group. Therefore, we need to further concentrate $K_1 \times (L \times M)$ lines to $L \times M$ outputs by using concentration modules (CM’s) at the second stage, where $N/M$ CM’s are required. The structure and implementation of the CM and the RM are identical, except that the function performed is a little different. Since cells that pass through the RM’s to the CM always have correct output group addresses, we just need to perform concentration by using the priority field in the routing information.

Note that the feedback lines carrying the lowest priority are returned from the second-stage CM output links, instead of
the first-stage RM outputs. Since there are \( K_2 \) \( (N/M) \) output ports, \( K_2 \) feedback lines are needed. Now, the maximum delay between the cell entering the switch fabric and the availability of the feedback priority is \( n + K_3(L \times M) + L \times M - 1 + \left[ \frac{N}{M} + \log_2 N + 8 \right] \), which should be less than the cell length in the switch. The cell length in the switch is equal to \( n + 53 \) bytes, or 308 bits plus 53 bytes, or \( n + K_3(L \times M) + L \times M - 1 < 424 \). For example, if we choose \( M = 16, L = 1.25 \), and \( n = 256 \), the maximum number of inputs that can be supported is 1907.

VI. PERFORMANCE ANALYSIS OF ABACUS SWITCH

In this section, the performance analysis of the Abacus switch is presented. Both simulation and analytical results are shown to compare with each other. Simulation results are obtained with a 95% confidence interval, not greater than 10% for the cell loss probability or 5% for the maximum throughput and average cell delay. In our analysis, we consider an ON–OFF source model in which an arrival process to an input port alternates between ON (active) and OFF (idle) periods. A traffic source, during the ON period, continues sending cells in every time slot, but stops sending cells in the OFF period. Both the durations of the ON and OFF periods are assumed to be geometrically distributed.

A. Maximum Throughput

In this section, we analyze the maximum throughput of the Abacus switch. The maximum throughput of an ATM switch employing input queueing is defined by the maximum utilization at the output port. An input-buffered ATM switch has the so-called HOL blocking problem which degrades the switch’s throughput. However, the throughput can be improved by speeding up the switch fabric’s operation rate or increasing the number of routing links with an expansion ratio \( L \). Several other factors also affect the maximum throughput. For instance, the larger the switch size \( (N) \), burstiness \( (\beta) \), or input buffer size \( (B_k) \), the smaller the maximum throughput \( \rho_{\text{MAX}} \) will be. However, the larger the group expansion ratio \( (L) \) or group size \( (M) \), the larger the maximum throughput will be.

Fig. 8 shows that the maximum throughput is monotonically increasing with the group size. For \( M = 1 \), the switch becomes an input-buffered switch, and its maximum throughput \( \rho_{\text{MAX}} \) is 0.586 for uniform random traffic \((\beta = 1)\) and \( \rho_{\text{MAX}} = 0.5 \) for completely bursty traffic \((\beta \to \infty)\). For \( M = N \), the switch becomes a completely shared memory switch such as Hitachi’s switch [1]. Although it can achieve 100% throughput, it is impractical to implement a large-scale switch using such an architecture. Therefore, choosing \( M \) between 1 and \( N \) is a compromise between the throughput and the implementation complexity. Figs. 9 and 10 compare theoretical values and simulation values of the maximum throughput with different group expansion ratios \( (L) \) for \( M = 1 \) and \( M = 16 \), respectively. The theoretical values can be obtained from Liew’s analysis [21].

B. Average Delay

A cell may experience two kinds of delay while traversing through the Abacus switch: input buffer delay and output buffer delay. To evaluate the delay at the output port, we
assume that a small switch module in the Abacus switch is a shared-buffered switch, where all $M$ output ports share a physical memory. Fig. 11 shows simulation results of the input and output buffer’s average delay versus input offered load $\rho_i$. Note that the input buffer’s average delay is much smaller than the output buffer’s average delay at traffic load less than the saturated throughput. For example, for an input offered load of 0.8 and an average burst length $\beta$ of 15, the output buffer’s average delay $T_o$ is 58.8 cell times, but the input buffer’s average delay $T_i$ is only 0.1 cell time. It also shows that the impact of the burstiness of input traffic to the input buffer’s average delay is very small when the traffic load is below the maximum throughput.

Fig. 12 shows simulation results of the input buffer’s average delay versus expanded throughput $\rho_j$ for both unicast and multicast traffic. Here, we assumed that the number of replicated cell is distributed geometrically with an average of $c$. The expanded throughput $\rho_j$ is measured at the inputs of the SSM and normalized at each output port. Note that multicast traffic has a lower delay than unicast traffic because a multicast cell can be sent to multiple destinations in a time slot, while a unicast cell can be sent to only one destination in a time slot. For example, assume that an input port $i$ has ten unicast cells, and the other input port $j$ has a multicast cell with a fan-out of ten. Input port $i$ will take at least ten time slots to transmit the ten unicast cells, while input port $j$ can possibly transmit the multicast cell in one time slot.

C. Cell Loss Probability

As suggested in [23], there can be two buffer control schemes for an input–output buffered switch: the queue loss
(QL) scheme and the backpressure (BP) scheme. In the QL scheme, cell loss can occur at both input and output buffers. All of the simulation results shown in previous sections are based on the QL scheme.

In the BP scheme, by means of backward throttling, the number of cells actually switched to each output group is limited not only to the group expansion ratio \((L \times M)\), but also to the current storage capability in the corresponding output buffer. For example, if the free buffer space in the corresponding output buffer is less than \(L\), only the number of cells corresponding to the free space are transmitted, and all other HOL cells destined for that output group remain at their respective input buffer. The Abacus switch can easily implement the backpressure scheme by forcing the address broadcaster (AB) in Fig. 2 to send the dummy cells with the highest priority level, which will automatically block the input cells from using those routing links. Furthermore, the number of blocked links can be dynamically assigned based on the output buffer’s congestion situation.

Here, we only consider the QL scheme (cell loss at both input and output buffers). In the Abacus switch, cell loss can occur at input and output buffers, but not in the MGN. Fig. 13 shows input buffer overflow probabilities with different average burst lengths \(\beta\). For uniform random traffic, an input buffer with a capacity of a few cells is sufficient to maintain the buffer overflow probability to be less than \(10^{-6}\). As the average burst length increases, so does the cell loss probability. For an average burst length \(\beta\) of 15, the required input buffer size can be a few tens of cells for the buffer overflow probability of \(10^{-6}\). By extrapolating the simulation result, the input buffer size is about 100 cells for \(10^{-10}\) cell loss rate.

Fig. 14 shows output buffer overflow probabilities with different average burst lengths. Here, \(B_0\) is the normalized buffer size for each output. We notice that the required output buffer size is much larger than the input buffer size for the same cell loss probability.

VII. THE ATM ROUTING AND CONCENTRATION (ARC) CHIP

A. Chip Block Diagram

Fig. 15 shows the ARC chip’s block diagram. Each block’s function and design are explained briefly in the following sections. Details can be found in [24]. The ARC chip contains 32 \(\times\) 32 switch elements (SWE’s), which are partitioned into eight SWE arrays, each with 32 \(\times\) 4 SWE’s. A set of input data signals \(u_i[0:31]\) comes from IPC’s. Another set of input data signals \(p_i[0:31]\) either comes from the output \(s_{0:31}\) of the chips on the above row, or is tied high for the chips on the first row (in the multicast case). A set of the output signals \(s_{0:31}\) either goes to the north input of the chips one row below or goes to the output buffer.
The $x_0$ signal is broadcast to all SWE’s to initialize each SWE to a cross state, where the west input passes to the east and the north input passes to the south. The $x_1$ signal specifies the address bit(s) used for routing cells, while the $x_2$ signal specifies the priority field. Other $x$ output signals propagate along with cells to the adjacent chips on the east or south side.

The $m[0:1]$ signals are used to configure the chip into four different group sizes as shown in Table I: 1) eight groups, each with four output links, 2) four groups, each with eight output links, 3) two groups, each with 16 output links, and 4) one group with 32 output links. The $m[2]$ signal is used to configure the chip to either unicast or multicast application. For the unicast case, $m[2]$ is set to zero, while for the multicast case, $m[2]$ is set to one.

### B. $32 \times 4$ SWE Array

As shown in Fig. 16, the SWE’s are arranged in a crossbar structure, where signals only communicate between adjacent SWE’s, easing the synchronization problem. ATM cells are propagated in the SWE array similar to a wave propagating diagonally toward the bottom right corner. The $x_1$ and $x_2$ signals are applied from the top left of the SWE array, and each SWE distributes the $x_1$ and $x_2$ signals to its east and south neighbors. This requires the same phase to the signal arriving at each SWE. The $x_1$ and $x_2$ signals are passed to the neighbor SWE’s (east and south) after one clock cycle delay, as are data signals ($w$ and $n$). The $x_0$ signal is broadcast to all SWE’s (not shown in Fig. 16) to precharge an internal node in the SWE in every cell cycle. The $x_{1e}$ output signal is used to identify the address bit position of the cells in the first SWE array of the next adjacent chip.

The timing diagram of the SWE input signals and its two possible states are shown in Fig. 17. Two bit-aligned cells, one from the west and one from the north, are applied to the

---

**Table I**

<table>
<thead>
<tr>
<th>$m_1$</th>
<th>$m_0$</th>
<th>Operation</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>8 groups with 4 links per group</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>4 groups with 8 links per group</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>2 groups with 16 links per group</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1 group with 32 links per group</td>
</tr>
</tbody>
</table>

$m_2=1$ multicast, $m_2=0$ unicast
SWE along with the $dx_1$ and $dx_2$ signals, which determine the address and priority fields of the input cells. The SWE has two states: cross and toggle. Initially, the SWE is initialized to a cross state by the $dx_0$ signal, i.e., cells from the north side are routed to the south side, and cells from the west side are routed to the east side. When the address of the cell from the west ($dx_p$) is matched with the address of the cell from the north ($dn_a$) and when the west's priority level ($dx_p$) is higher than the north's ($dn_a$), the SWE is toggled. The cell from the west side is then routed to the south side, and the cell from the north is routed to the east. Otherwise, the SWE remains at the cross state.

C. Testing Results

The $32 \times 32$ ARC chip has been designed and fabricated using 0.8 μm CMOS technology with a die size of 6.6 × 6.6 mm. Note that this chip is pad limited. The chip has been tested successfully up to 240 MHz by using a high-speed oscilloscope, timing analyzer, and a pattern generator capable of generating signals up to 1 GHz. The chip’s characteristics are summarized in Table II. Its photograph is shown in Fig. 18.

Fig. 19 shows a testing result, where $s_2$, $s_0$, $s_1$, and $s_2$ are shown from top to bottom, respectively. $s_2$ specifies the range of the priority field of the cells at the output, which is chosen to be seven bits in this test. Since $x_{2a}$ is taken from the bottom left of the SWE from which $s_0$ comes out, it is aligned with $s_0$. $s_1$ is delayed by one clock cycle with respect to $x_{2a}$. Similarly, $s_2$ is delayed by two clock cycles with respect to $x_{2a}$. In this test, cells are applied to the west inputs, while north inputs are tied to VDD. It is observed that south outputs come out in a sorted priority order. The priority of $s_0$ is 1000101, which is the second highest. The priority of $s_2$ is 1000110, which is the third highest. Note that the cell length used here is kept short in order to be able to see one cell cycle in the viewing window of the oscilloscope.

VIII. Conclusion

We have described a new architecture to implement a multicast ATM switch scalable from a few tens to a few
The performance of the Abacus switch under bursty traffic was presented. By engineering the expansion ratio (number of routing links/group size), the head-of-line blocking probability can be lowered arbitrarily so that the throughput of the input-output buffered switch approaches the output buffered switch. For a given expansion ratio, as the group size increases, the maximum throughput also increases. It shows that when the traffic load is below the maximum throughput, the input buffer’s average delay is much smaller than the output buffer’s average delay, e.g., by one order of magnitude, and the impact of the burstiness of input traffic on the input buffer’s average delay is very small. It was also shown that multicasting has better throughput and smaller input-buffer delay than unicasting under uniform traffic distribution.
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